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SiMLInt
ExCALIBUR cross-cutting project
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ExCALIBUR 
programme

UK research programme that aims to deliver the next generation of high-performance
simulation software for the highest-priority fields in UK research;
Funded by UKRI/EPSRC

Cross-cutting 
theme

A coordinated approach addressing a known technology or infrastructure issue, which,
if resolved, will lead to significant progress across a range of exascale software
development challenges

Developed by EPCC and the School of Mathematics at the University of Edinburgh, UK, SiMLInt provides
infrastructure that allows embedding Machine Learning capability to large-scale numerical simulations.

More information https://excalibur.ac.uk/
https://excalibur.ac.uk/projects/simlint/

Contact us simlint@mlist.is.ed.ac.uk
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https://excalibur.ac.uk/
https://excalibur.ac.uk/projects/simlint/


Motivation

© Crown Copyright, Met Office

fully resolved simulation → ground truth

Aim → simulation on coarser grid

Smagorinsky parametrisation

multiple parameters → ML

learn subgrid stresses

learned corrections
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subgrid-scale stress tensor
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Motivation
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Smagorinsky parametrisation

multiple parameters → ML

learn subgrid stresses

learned corrections

→ provide infrastructure for any of these data-driven approaches

→ couple BOUT++ with ML-model(s) 
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Objective 1:
Develop a library to 
provide the infrastructure



Concept and Aims
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Objective 1:
Develop a library to 
provide the infrastructure

Objective 2:
Support generation of training data, 
building problem-specific CNN 
architectures and fitting the ML model
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Hasegawa-Wakatani
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SmartSim/ 
RedisAI

Python/TensorFlow 
bash



SmartSim
github.com/CrayLabs/SmartSim
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• Two main components:

1. SmartSim: The infrastructure to call Python ML 
models from Fortran, C and C++ (and Python)

2. SmartRedis: A collection of clients to exchange 
data (tensors, models) with a distributed, in-
memory database (Redis cluster) across multiple 
compute nodes

• A library to facilitate data exchange between HPC simulations and Machine Learning workflows

• Provides uniform API for pulling/pushing simulation data from C, C++ and Fortran at run-time

• Orchestration ability to coordinate the runs of simulation and machine learning in distributed environment

From: https://www.craylabs.org/docs/overview.html

http://github.com/CrayLabs/SmartSim
http://github.com/CrayLabs/SmartSim
http://github.com/CrayLabs/SmartSim
http://github.com/CrayLabs/SmartSim
http://github.com/CrayLabs/SmartSim


Our Tutorials
(local and remote/HPC)
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1. Training container (docker) with 
a toy example to run locally, on 
personal machines

1. Remote visual environment, 
backed by UK HPC services

1. Prototype and a hands-on 
workshop in 2023
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1. Training container (docker) with 
a toy example to run locally, on 
personal machines

1. Remote visual environment, 
backed by UK HPC services

1. Prototype and a hands-on 
workshop in 2023

Trial available on request 



Collaborations and links
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1. BOUT++ users with simulations

1. Similar problems/simulations, other numerical solvers

1. Machine Learning specialists and Data Scientists 
– errors, visualisations, uncertainty, verification/validation of models, …

simlint@mlist.is.ed.ac.uk



Thanks for listening!

Questions?
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