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SiMLInt

ExCALIBUR UK research programme that aims to deliver the next generation of high-performance
programme simulation software for the highest-priority fields in UK research;
Funded by UKRI/EPSRC

Cross-cutting A coordinated approach addressing a known technology or infrastructure issue, which,
theme if resolved, will lead to significant progress across a range of exascale software

development challenges

Developed by EPCC and the School of Mathematics at the University of Edinburgh, UK, SiMLInt provides
infrastructure that allows embedding Machine Learning capability to large-scale numerical simulations.

More information https://excalibur.ac.uk/
https://excalibur.ac.uk/projects/simlint/

Contact us simlint@mlist.is.ed.ac.uk
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https://excalibur.ac.uk/
https://excalibur.ac.uk/projects/simlint/

Motivation
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Oyu; + 0, (uiuj + poi; — —S@'j) = fi fully resolved simulation — ground truth

Aim — simulation on coarser grid
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Tij = Uil — U; Uy subgrid-scale stress tensor

model = (LC ) ?e §£ §€ Smagorinsky parametrisation
Tij S ij i3]

model ot i
T — f(a, b,c, .. ,)Sij multiple parameters — ML
T;?Odel = X,j(a,b,c,...) learn subgrid stresses
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Motivation
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nglOdel (ECS) \/ gfjgfjgfj Smagorinsky parametrisation
TZ?;Odel = f(a,b,c,.. .)gfj multiple parameters — ML
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Ty = Xij (ug u) learned corrections
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Motivation
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Motivation

ol + 9, (—e—e + 6, — égﬁ Zr;odel/error) _ 75
Tzr]nOdel (ECS) \ S 56 gg Smagorinsky parametrisation
TZ?;Odel = f(a,b,c,.. .)gfj multiple parameters — ML
T;;l()del = X,;(a,b,c,...) learn subgrid stresses

Ty = Xij (ug u) learned corrections

— provide infrastructure for any of these data-driven approaches

— couple BOUT++ with ML-model(s)
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Concept and Aims
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Concept and Aims
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Concept and Aims
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Objective 1:

Develop a library to
provide the infrastructure
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Concept and Aims
X (8,0} = ald—) - kT Objective 2:

2_7; +{d,n} = ald — ) — n? _uin N Support generation of training data,
Y building problem-specific CNN

architectures and fitting the ML model
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Objective 1:

Develop a library to
provide the infrastructure
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Identified tools/technologies
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Identified tools/technologies
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Identified tools/technologies
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Identified tools/technologies
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Identified tools/technologies
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SmartSim

« Alibrary to facilitate data exchange between HPC simulations and Machine Learning workflows

« Two main components: ) ,
E?;IP:I—GPF:;Slrlrﬂa/nce SmartRedis ® e redls

1. SmartSim: The infrastructure to call Python ML Code =
models from Fortran, C and C++ (and Python) OPyTorch s o o

2. SmartRedis: A collection of clients to exchange
data (tensors, models) with a distributed, in- Ot Moveneni e smartRecls DataSets e ovement it
memory database (Redis cluster) across multiple
compute nodes i ] i

From:

» Provides uniform API for pulling/pushing simulation data from C, C++ and Fortran at run-time

« Orchestration ability to coordinate the runs of simulation and machine learning in distributed environment

oy xC R
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http://github.com/CrayLabs/SmartSim
http://github.com/CrayLabs/SmartSim
http://github.com/CrayLabs/SmartSim
http://github.com/CrayLabs/SmartSim
http://github.com/CrayLabs/SmartSim

Our Tutorials
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¥ intro.md X |+

First Steps in BOUT++

(= |

Officially this is the description of BOUT++

BOUT++ is a framework for writing fluid and plasma simulations in curvilinear geometry. It is intended to be quite
modular, with a variety of numerical methods and >time-integration solvers available. BOUT++ is primarily designed and
» tested with reduced plasma fluid models in mind, but it can evolve any number of equations, with >equations appearing
in a readable form. Jointly developed by University of York (UK), LLNL, CCFE, DCU, DTU, and other international
partners.

BOUT++is insert more accessible description
This software will help with write something

Starting out with it can be daunting - this is part of a series of tutorials to aid in getting to grips with BOUT++ - from installing and setting
it up to using it in some simulations.

The first step will be to do a sandbox compilation in this JupyterLab to start to get use to what steps are needed for compiling the
software.

Note that you have sudo capability in this JupyterLab - this is to allow installation of system pre-requisites for the compilation.
You will go through the following steps:

« Installing Pre-requisites
« Compiling BOUT++
« Running Examples

Where to Run

You should run the commands in the terminal in a JupyterLab command terminal.
Selectthe File Menu , select New thenselect Terminal

To have the instructions and terminal side by side, you can drag the terminal to the right of the screen and dock it when the shadow
takes up half of the area. This means you can have the instructions and terminal visible. You can arrange this to your preference.

BOUT++

BOUT++ Main Site

Simple 1Mo @

© Crown Copyright, Met Office

To run a command as
See "man sudo_root"

(base)

total 16
drwsrwsr-x 1 jovyan
-rw-r--r-- 1 jovyan

druxr-sr-x 1 jovyan
(base)

archer2/

cirrus/
data_generation/
(base)

archer2/

cirrus/
data_generation/
(base)

(base)

total 12
drwxrwxr-x 1 jovyan
drwxnixr-x 1 jovyan
drwxrwxr-x 1 jovyan

jovyan
Jjovyan
jovyan
jovyan
jovyan

[

(base)

I jovyan@b1e5633105de: ~/bc X | +

administrator (user "root"), use "sudo <command>".
for details.

=% 1s -lrt

users 4096 Oct 10 ©3:49 work
users 72 Nov 15 16:58 Untitled.ipynb
users 4096 Nov 15 16:59 t-tutorial

:~$ cd bout-tutorial/

docker/

index. ipynb

index.md
cd bout-tutorial/

docker/

index.ipynb

index.md
:~$ cd bout-tutorial/data_generation/
:~/bout-tutorial/data_generation$ 1s -lrt

@

users 4096 Oct 13 10:37
users 4096 Oct 26 15:54
users 4096 Oct 26 16:06 p

orial

users 2188 Oct 25 13:46 runme.sh
users 558 Oct 26 13:25 hase waka.sh
users 427 Oct 26 15:46 run_resize.sh
users 243 Oct 26 15:46 run_extract.sh
users 2039 Oct 26 15:54 run_sim.sh

-tutorial/data_g

.ipynb_checkpoints/
jupyterinstall.jupyterlab-workspace
jupyterlab/

.ipynb_checkpoints/
jupyterinstall. jupyterlab-workspace
jupyterlab/

eneratio $ s -lrt bash_scripts/

Training container (docker) with
a toy example to run locally, on
personal machines

Remote visual environment,
backed by UK HPC services

Prototype and a hands-on
workshop in 2023
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Our Tutorials

Trial available on request

: File Edit View Run Kernel Tabs Settings Help

m Y inwomd x |+ [ jovyan@b1e5633f05de: ~/bc X | + %
FII’St StepS n BOUT++ “! To run a command as administrator (user "root"), use "sudo <command>". . . . .
° - - 1. Training container (docker) with
Officially this is the description of BOUT++ (base) =% 1s -lrt - g
total 16
= BOUT++ is a framework for writing fluid and plasma simulations in curvilinear geometry. It is intended to be quite drwsrwsr-x 1 jovyan users 4696 Oct 10 ©3:49 work . m
) ; -rw-r--r-- 1 jovyan users 72 Nov 15 16:58 Untitled.ipynb a O eXa e O ru n OCa On
modular, with a variety of numerical methods and >time-integration solvers available. BOUT++ is primarily designed and druxr-sr-x 1 jovyan users 4096 Nov 15 16:59 hout-tutorial ]
» tested with reduced plasma fluid models in mind, but it can evolve any number of equations, with >equations appearing (base) :=$ cd bout-tutorial/ .
archer2/ docker/ .ipynb_checkpoints/ [l
in a readable form. Jointly developed by University of York (UK), LLNL, CCFE, DCU, DTU, and other international cirrus/ index. ipynb jupyterinstall. jupyterlab-workspace
partners. data_generation/ index.md jupyterlab/
(base) :~$ cd bout-tutorial/
. . R archer2/ docker/ .ipynb_checkpoints/
BOUT++is insert more accessible description. cirrus/ index. ipynb jupyterinstall.jupyterlab-workspace
data_generation/ index.md jupyterlab/
This software will help with write something (base) :~$ cd bout-tutorial/data_generation/
(base) :~/bout-tutorial/data_generation$ ls -lrt
Starting out with it can be daunting - this is part of a series of tutorials to aid in getting to grips with BOUT++ - from installing and setting ;:::i}w)l(‘z_x 1 jovyan users 4096 Oct 13 10:37 | of
it up to using it in some simulations. druxrwxr-x 1 jovyan users 4096 Oct 26 15:54 t
ript

drwxrwxr-x 1 jovyan users 4096 Oct 26 16:06
:~/bout-tutorial ration$ 1s -1rt bash scripts/

jata_g . .
o e 0 s e 1. Remote visual environment
jovyan users 558 Oct 26 13:25 hase_waka.sh - )
Note that you have sudo capability in this JupyterLab - this is to allow installation of system pre-requisites for the compilation. Jovyan users 427 Oct 26 15:46 run_resize.sh

jovyan users 243 Oct 26 15:46 run_extract.sh -
) Jovyan users 2639 Oct 26 15:54 run sim.sh aC e Se rV| CeS
You will go through the following steps: (base) :~/bout-tutorial/data_generation$
« Installing Pre-requisites

« Compiling BOUT++
« Running Examples

The first step will be to do a sandbox compilation in this JupyterLab to start to get use to what steps are needed for compiling the
software.

[

Where to Run

You should run the commands in the terminal in a JupyterLab command terminal. 1 ] P rot Oty p e a n d a h a n d S_ O n

Selectthe File Menu , select New thenselect Terminal
.
To have the instructions and terminal side by side, you can drag the terminal to the right of the screen and dock it when the shadow WO rkS h O I n 2 02 3
takes up half of the area. This means you can have the instructions and terminal visible. You can arrange this to your preference.
BOUT++

BOUT++ Main Site

Simple 1Mo @ i bout ¥
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Collaborations and links

1. BOUT++ users with simulations

1. Similar problems/simulations, other numerical solvers

1. Machine Learning specialists and Data Scientists
— errors, visualisations, uncertainty, verification/validation of models, ...

simlint@mlist.is.ed.ac.uk
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Thanks for listening!
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