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What I assume about you

● You would like to be scientifically productive 
using BOUT++ with your computing allocation 
at NERSC

● You would like to (continue to) improve 
BOUT++ to achieve a large fraction of peak 
performance on NERSC resources, and to 
maximize weak- and strong-scaling efficiency



Objectives today

● Demonstrate that you can be efficient and 
productive using NERSC HPC resources (SW and 
HW) to perform BOUT++ simulations

● Introduce performance engineering tools available 
at NERSC which guide optimization at different 
scales
○ Node level: maximize usage of available 

hardware
○ System level: improving load balance, I/O, 

minimizing communication



Part 1: 
Production 
Resources



About NERSC

● National Energy Research Scientific Computing Center
○ Established 1974 as CTRCC @ LLNL
○ first unclassified supercomputer center in the USA
○ Original mission: to enable computational science as 

complement to magnetically controlled plasma 
experiment

● Today’s mission: Accelerate scientific discovery at the 
DOE Office of Science through High-Performance 
Computing and Extreme Data Analysis

● NERSC is a national user facility



About NERSC

● Diverse workload:
○ 7000 users, 800 projects
○ 600 codes, 100s of users daily

● Allocations primarily controlled by 
DOE
○ 80% DOE Annual production 

awards (ERCAP)
■ O(10K)-O(10M) hour awards
■ Proposal-based, chosen by 

DOE program managers
○ 10% DOE ASCR Leadership 

Computing Challenge
○ 10% NERSC reserve

Turbulence in Solar Wind



NERSC Systems Map



HPC Systems

Edison: 
● Cray XC30 - 2.5 PF peak
● 5576 nodes of Intel Xeon 

E5-2695 v2 @ 2.40GHz (“Ivy 
Bridge”)

● 12 cores/socket, 2 
sockets/node

Cori:
● Cray XC40 - 30 PF peak
● 2388 nodes of Intel Xeon 

E5-2698 v3 @ 2.3 GHz 
(“Haswell”)
○ 16 cores/socket, 2 

sockets/node
● 9688 nodes of Intel Xeon Phi 

7250 (“Knights Landing”)
○ 68 cores/socket, 1 

socket/node
● 1.5 PB SSD-based “burst buffer” 

for high-performance I/O



HPC System Software

● 3 “programming environments”: GCC, Intel, Cray
○ Support code-generation for IVB, HSW, KNL

● Cray MPI (MPICH-based) optimized for Aries HSN
● Cray LibSci: optimized BLAS, (Sca)LAPACK, FFTW, 

PETSc, Trilinos, IRT
● Cray TPSL: MUMPS, SuperLU(_DIST), (Par)METIS, 

HYPRE, SUNDIALS, Scotch, matio, GLM
● *Lots* of performance engineering and debugging 

software: CrayPat, Intel VTune, Intel Advisor, Arm 
MAP/DDT, TotalView, gdb4hpc



Filesystems

● Global Filesystems:
○ Home (40 GB per user)
○ Project (varies)

● Local Filesystems:
○ Scratch (20 TB per user; 

varies)
○ Burst Buffer (no quotas)

● Long-term Storage System:
○ HPSS (many TB per 

user)



Part 2: 
Performance 

Engineering at 
NERSC



Scaling “up”

● My favorite tools for single-node performance analysis are 
Intel VTune and Advisor

● Both provide highly detailed description of performance 
characteristics and bottlenecks on a single compute node
○ Are all OpenMP threads busy?
○ Do performance-critical loops vectorize efficiently?
○ Does the code have good cache reuse?



Scaling “up”



Scaling “up”



Scaling “up”

● Limitations of VTune/Advisor
○ Difficult to use when running on > 1 compute 

nodes
○ Data collection rate is very high, and user has little 

control over it
■ Effectively limits window of execution time 

which can be profiled (even ~1 min on 1 node 
is pushing it)

■ Clunky CLI with lots of annoying “gotchas”



Scaling “out”

● My favorite tool for multi-node performance analysis 
is CrayPat

● Works with any PrgEnv that Cray supports (Intel, 
GCC, CCE)

● Low overhead, even at high concurrency
○ ~10% at 64 Ki MPI ranks for sampling

● Easy to use, has “reasonable set of defaults”, no 
annoying “gotchas”

● Works with MPI, OpenMP, CUDA, UPC, coarrays, 
SHMEM



Scaling “out”



Scaling “out”



Scaling “out”

● Limitations of CrayPat
○ Less information than VTune about hardware 

performance metrics
○ It can read most of the same HWPCs but you have 

to figure out the magic formulas that the Intel tools 
have

○ Requires program instrumentation (CrayPat 
modules must be active at compile-time)

○ Only available on Cray systems



Epilogue



NERSC User Group (NUG)

● Community of NERSC users
● Source of advice and feedback for NERSC (we 

listen!)
● Executive Committee: 3 representatives from 

each office + 3 members-at-large
● Monthly teleconferences hosted by NERSC 

(usually 3rd Thursday of the month, 11 am to 
noon)



Help NERSC Help You!
● Be sure to acknowledge NERSC in 

publications!
○ This research used resources of the 

National Energy Research Scientific 
Computing Center, which is supported 
by the Office of Science of the U.S. 
Department of Energy under Contract 
No. DE-AC02-05CH11231.

○ Available at: 
https://www.nersc.gov/users/accounts
/user-accounts/acknowledge-nersc/

● Science highlights sent to DOE each 
quarter
○ Please send us links to your 

publications!

Magnetic field lines from HiFi 
simulations of two spheromaks. 

NERSC repo m1255 
Image courtesy of Vyacheslav Lukin 

(NRL) 

https://www.nersc.gov/users/accounts/user-accounts/acknowledge-nersc/
https://www.nersc.gov/users/accounts/user-accounts/acknowledge-nersc/
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Accelerators
Image analysis
Deep Learning

Simulation

Can integrate FPGAs 
and other accelerators

Remote data can stream 
directly into system

Platform Integrated 
Storage



Useful resources

● Slurm job script generator for NERSC systems
○ https://my.nersc.gov/script_generator.php

● Application porting and performance
○ http://www.nersc.gov/users/computational-systems/cori/application-porting-and-pe

rformance/
● Using the burst buffer on Cori

○ http://www.nersc.gov/users/computational-systems/cori/burst-buffer/
● Using Intel Advisor at NERSC

○ http://www.nersc.gov/users/software/performance-and-debugging-tools/advisor/
● Using Intel VTune at NERSC

○ http://www.nersc.gov/users/software/performance-and-debugging-tools/vtune/
● Using CrayPat at NERSC

○ http://www.nersc.gov/users/software/performance-and-debugging-tools/craypat/
● CFP: “High Impact Science at Scale on Cori”

○ http://www.nersc.gov/users/announcements/featured-announcements/high-impact-
science-at-scale-2/

https://my.nersc.gov/script_generator.php
http://www.nersc.gov/users/computational-systems/cori/application-porting-and-performance/
http://www.nersc.gov/users/computational-systems/cori/application-porting-and-performance/
http://www.nersc.gov/users/computational-systems/cori/burst-buffer/
http://www.nersc.gov/users/software/performance-and-debugging-tools/advisor/
http://www.nersc.gov/users/software/performance-and-debugging-tools/vtune/
http://www.nersc.gov/users/software/performance-and-debugging-tools/craypat/
http://www.nersc.gov/users/announcements/featured-announcements/high-impact-science-at-scale-2/
http://www.nersc.gov/users/announcements/featured-announcements/high-impact-science-at-scale-2/

